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ABSTRACT
The aim of this paper is twofold: (i) to deduce the most representative C2

N profile(s) for Dome C
(DC), Antarctica, from the latest measurements, and (ii) to evaluate the performance of a wide-
field adaptive optics (AO) system equipping a 2–3 m telescope. Two models of the C2

N profile,
corresponding to the bimodal distribution of seeing (a poor seeing mode and a good seeing
mode), are composed from both Single Star Scidar data and balloon radio soundings. The
anisoplanatic error is first evaluated for a standard AO system from Monte Carlo simulations.
DC is shown to outperform Mauna Kea for both seeing modes. A simple ground-layer AO
(GLAO) system is then considered. This provides an anisoplanatic error of less than 150 nm
over a field of 30 arcmin for the good seeing mode, corresponding to a basic performance
Strehl ratio (considering also the fitting and the servo-lag errors) of more than ∼80 per cent in
K and ∼50 per cent in J. The poor seeing model shows performance comparable to the Mauna
Kea model. We also studied the influence of telescope elevation, showing that a telescope
at 40 m would perform, in the poor seeing mode, like a telescope observing 8 m above the
ground in the good seeing mode. Finally, we show that while tip-tilt-only correction permits
high levels of correction in the good seeing mode at 40 m, it is not as efficient as the GLAO
system, even at an altitude of 8 m, and it is not sufficient for high levels of correction for poor
seeing, even at a height of 40 m.

Key words: atmospheric effects – instrumentation: adaptive optics – methods: data analysis –
methods: numerical.

1 IN T RO D U C T I O N

Since the beginning of the characterization campaigns at Dome C
(DC), Antarctica (Aristidi et al. 2003), the site has been known as
peculiar because of its very thin but very turbulent surface layer
(SL) (Lawrence et al. 2004; Agabi et al. 2006; Trinquet et al. 2008;
Lascaux, Masciadri & Hagelin 2011), and its very dry atmosphere.
Aristidi et al. (2009) showed that, during summer (corresponding to
daytime at DC), the seeing has a median value of ε0 = 0.57 arcsec,
and that this median value would increase to more than 1 arcsec in
winter (night-time at DC). However, they also showed that the see-
ing histogram actually displays a bimodal distribution with a sharp
good seeing peak and a broader poor seeing one. Giordano et al.
(2012), using their Single Star Scidar (SSS) (Vernin et al. 2009),
found also that during winter, the median value of the seeing is
ε0 = 1 arcsec and they confirmed its bimodal distribution. They
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also emphasize the temporal stability of the atmosphere, which was
also reported by Fossat et al. (2010).

This particular structure of the turbulent atmosphere at DC (a
very thin but strong turbulent SL), together with the confirmed
bimodal distribution of seeing, raises the question of the relevance
and efficiency of a wide-field adaptive optics (AO) system equipping
a telescope of reasonable size operating in the near-infrared at DC.
Indeed, the large coherence time should allow us to reduce the delay
error. The small seeing value allows us to easily and benefit from
a rather good correction. The large isoplanatic angle will allow
us to reduce the anisoplanatic error and enlarge the sky coverage,
and it will give us very wide fields of correction. However, as
underlined by Andersen et al. (2006) in the context of wide-field
AO performance evaluation, the thickness of the boundary layer is
of fundamental importance for the size of the compensated field, the
uniformity of the point-spread function, and the ratio of aberrations
in the boundary layers to those in the free atmosphere for image
quality.

The present study pursues the same line as the work initiated in
Lawrence et al. (2008), Travouillon et al. (2009) and Carbillet et al.
(2010a). It is based on an analysis of the latest seeing measurements
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and focuses on the bimodal characteristics of the DC turbulent at-
mosphere. The framework is the same as for the telescope project
PILOT (Saunders et al. 2008a,b), and similar projects (Le Roux
et al. 2008; Moretto et al. 2012; Abe et al. 2013). Both a single-
reference AO system (hereafter called standard AO) and a ground-
layer AO (GLAO) (Shmalhausen & Yaitskova 2000; Rigaut 2003;
Tokovinin 2004) system are simulated to take full advantage of the
peculiarity of the DC atmosphere. GLAO is usually considered only
to improve the concentration of the point-spread function (the so-
called seeing enhancement), leaving the goal of diffraction-limited
imaging to standard AO for narrow fields, or to more refined (and
complex) multiconjugate AO for wide fields. Here we consider us-
ing a simple GLAO system for (nearly) diffraction-limited imaging
for a very wide field of view (30 arcmin).

The bimodal structure of the turbulence above DC is discussed in
Section 2, while the simulation results of the AO systems considered
for a 2.4-m optical telescope are presented in Section 3, including a
discussion on the height of the telescope and the possibility of using
only tip–tilt correction. Conclusion are then given in Section 4.

2 O P T I C A L T U R BU L E N C E P RO F I L E S

Winter DC site-testing campaigns have been conducted since the
opening of the Franco-Italian Concordia station in 2005. A num-
ber of instruments have been deployed to monitor the turbulence.
A differential image motion monitor (DIMM) located 8 m above
the snow surface provides a seeing value every 2 min. Statistical
analysis of these data by Aristidi et al. (2009) shows that, during
winter, the seeing histogram displays a bimodal distribution with
a sharp peak centred at ∼0.4 arcsec (corresponding to 16 per cent
of the total seeing values at 8 m above ground level) and a broader
peak of poor seeing around 1.7 arcsec.

In 2006, the installation of the SSS allowed us to monitor contin-
uously the vertical profiles of the refractive index structure constant
C2

N and the wind speed from March to September (hence, corre-
sponding to winter, i.e. night-time at DC). These profiles sample
the atmosphere in 29 layers, placed between 0 and ∼25 km above
ground level. The lowest measured layer, from altitudes 0 to 500 m,
is divided into four sub-layers to account for rapid variations of C2

N

near the surface. From these data, Giordano et al. (2012) showed
that the seeing distribution measured by the SSS has the same bi-
modal shape. This bimodal distribution may come from the SL,
which has a general thickness of about 30 m and has most of the
turbulent energy (Trinquet et al. 2008). It sometimes become thin-
ner and the instruments are then situated above it, giving access
to free atmosphere seeing (ε0 � 0.4 arcsec), 16 per cent of the
time at 8-m altitude and 50 per cent of the time at 20-m altitude
(Aristidi et al. 2013). From this peculiar aspect comes the interest
in studying the possibility of installing an AO system for wide-field
near-infrared, possibly diffraction-limited, imaging.

The principle of our analysis is the following. For each SSS profile
obtained during winter 2006, the seeing is computed by numerical
integration (Giordano et al. 2012). We then apply a threshold of
0.6 arcsec to discriminate between the poor seeing mode and the
good seeing mode. This value of 0.6 arcsec was chosen by consider-
ing the SSS seeing histogram, presented in fig. 4 of Giordano et al.
(2012), which shows a two-bump structure with a local minimum
at 0.6 arcsec between the bumps (i.e. modes).

We obtained two mean vertical distributions for C2
N (Fig. 1,

asterisks). The good seeing profile has a resulting seeing of
0.46 arcsec at 500 nm (corresponding to a Fried parameter value
r0 of 22.0 cm), which is quite close to the value found by

Aristidi et al. (2009) (∼0.4 arcsec), and a turbulence evolution time
τ 0 of 9.02 ms. The deduced poor seeing profile gives a resulting see-
ing of 1.25 arcsec (corresponding to r0 = 8.08 cm) and τ 0 � 2.86 ms.
This seeing value is significantly more optimistic that what was mea-
sured by Aristidi et al. (2009) (∼1.7 arcsec). It could be inferred
that this is due to a bias with the SSS measurements, which was
commented on in Giordano et al. (2012). Because of its small pupil
diameter of 40 cm, SSS tends to underestimate the value of C2

N

when the wind speed is too high. As can be seen in Fig. 1, this is
critical inside the SL when the turbulence is strong (poor seeing
mode) and results in a large difference of two orders of magnitude
between SSS values and balloon-borne radio sounding performed
during winter 2005 (Trinquet et al. 2008).

Hence, although SSS measurements benefit from the unprece-
dented statistics, we decided to consider the profiles measured
by radio sounding as an alternative to these SSS profiles. We
selected a subset of 29 profiles corresponding to ε0 > 0.6 arc-
sec, forming our balloon-based poor seeing subset.The remaining
seven available profiles constitute our good seeing balloon-based
subset (see the average result in Fig. 1, continuous blue plots).
However, the small number of balloon measurements do not pro-
vide good statistical significance for the mean values of C2

N , espe-
cially at high altitudes. In winter, balloons tear in the cold air during
their ascent, and the maximum altitude reached is of the order of
12–15 km. Hence, only one balloon reached an altitude of 18 km in
the subset corresponding to the good seeing mode.

Since our primary goal here is to deduce the most significant
profile for each of the two seeing modes, we decided to combine the
SSS average profiles above 500 m with the balloon-based average
profiles below 500 m. Another advantage of this choice is that it
allows us to fit better the modelling recommendations formulated
by Tokovinin (2004) (see also Lai et al. 2010) for GLAO systems,
which translate here into modelizing with a good altitude resolution
the turbulent atmosphere below ∼500 m, if the goal is to achieve
image quality up to the diffraction limit of the telescope.

The resulting profiles are characterized by a seeing value of
0.53 ± 0.15 arcsec, corresponding to r0 = 18.9 cm, an isopla-
natic angle θ0 = 6.5 arcsec and a coherence time τ 0 = 8.41 ms,
for our composite good seeing model. For our composite poor see-
ing model, the seeing value is 1.9 ± 0.6 arcsec, corresponding to
r0 = 5.35 cm, θ0 = 5 arcsec and τ 0 = 1.53 ms. This composite
choice (see Section 3 and Table 1 for more details) globally bet-
ter fits the results of DIMM monitoring presented in Aristidi et al.
(2009), with seeing values of 0.4 ± 0.13 arcsec and 1.7 ± 0.5 arcsec
for the good seeing mode and the poor seeing mode, respectively.
Note that our good seeing model also matches the measurements
used by Lawrence et al. (2004) in their fundamental Nature paper
in terms of τ 0 and θ0, which were found to be, respectively, 7.9 ms
(8.4 ms in our case) and 5.7 arcsec (6.5 arcsec in our case).

3 A DA PTI VE O PTI CS MODELLI NG
A N D R E S U LT S

To reduce memory usage and make the AO numerical simulations
possible, we stacked the measured layers and sampled the atmo-
sphere with a limited number of layers, resulting in 10 layers for both
our DC models (see Table 1), imposing a minimum of ∼1 per cent
for each contribution to the total profile for the weaker layers, and
a vertical sampling as low as 8 m for the stronger layers.

This results in, for our composite good seeing model, seven low
altitude layers deduced from the balloon measurements (with dif-
ferent thicknesses, from 8 m for the four lowest layers to 300 m for
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Figure 1. Comparison between the vertical profiles of C2
N for SSS and the balloon for the two seeing modes (poor, ε0 > 0.6 arcsec, to the left, and good,

ε0 < 0.6 arcsec, to the right). The blue continuous profiles correspond to the balloon measurements, while the asterisks correspond to the SSS measurements.
Note that the lowest four SSS measurementss are for the four sub-layers within the boundary layer (see text). Note also that DC is 3233 m above sea level. The
altitude h given here is above ground level.

Table 1. Percentage of C2
Ndh (above telescope level, ATL, which is assumed here for DC to be 8 m above ground level, and hence

3241 m above sea level) for each layer of the DC profile models deduced, and associated turbulence parameters used in the following
simulations (with the usual reference wavelength of 500 nm), are given in the first four columns. The same quantities for the median
profile of the MK site used in the following for comparison are given in the last two columns. The outer scale of turbulence L0 for DC
is from Ziad et al. (2013).

Dome C good seeing Dome C poor seeing Mauna Kea
Altitude DC, ε0 < 0.6 arcsec Altitude DC, ε0 > 0.6 arcsec Altitude MK median profile
ATL [m] [per cent of C2

Ndh] ATL [m] [per cent of C2
Ndh] ATL [m] [per cent of C2

Ndh]

3.8 24.7 4.1 33.7 0 39.370
12.4 18.6 11.7 26.8
19.7 33.2 19.7 15.8 15 15.433
26.8 5.8 27.7 9.1

35.5 4.8 37 9.291
43.4 2.0
61.8 1.4

100.1 1.3
169.5 1.6 174.6 1.0 197 3.465
236.6 1.3 357 0.945

804 7.087
1259.0 6.0 1259.0 4.0
3080.5 2.9 3171 6.457

7843.2 1.4 7307 10.394
11107.8 4.6 14636 7.558

r0 [cm] 18.9 r0 [cm] 5.35 r0 [cm] 12.8
L0 [m] 7.4 L0 [m] 7.4 L0 [m] 25.0
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the last one), followed by the first 1-km thick layer above measured
by SSS, and then two thicker layers resulting from the stacking of
the following layers measured by SSS. Our composite poor seeing
model results in eight low altitude layers deduced from the balloon
measurements (with thicknesses from 8 m for the six lowest layers
to 410 m for the last one), followed by two layers from the SSS (the
first 1-km thick layer above measured by SSS, and then one layer
resulting from the stacking of the rest of the layers measured). Note
that the equivalent altitude of each layer presented in Table 1 has
been recalculated considering the weight of the local C2

N profile.
For comparison, a Mauna Kea (MK) model was also deduced

from Chun et al. (2014), but excluding their dome contribution. The
MK layer decomposition is shown, together with the DC ones, in
Table 1 (and it corresponds to a seeing value of 0.79 arcsec).

3.1 Dimensioning and numerical modelling

Regarding the dimensioning of the system, let us first remark that an
AO system working in band J (1.25 µm) would have a Fried param-
eter r0 of ∼16 cm within our poor seeing model. This corresponds,
for a reasonable Strehl ratio (Strehl 1902) in that band, to an inter-
actuator distance equal to that value. On a telescope of diameter D
= 2.4 m, this corresponds to 15 × 15 subapertures, and then 16 × 16
actuators in the simplified Fried configuration (Fried 1977),1 i.e. the
number of Zernike modes measured and corrected is

(n + 1)(n + 2)

2
− 1 = 135

(with n = 15 and piston being excluded). From the well-known
Noll formula (Noll 1976) for Zernike–Kolmogorov residual errors,
it can be easily deduced that the equivalent fitting error is

σfit � λ

2π
kfit

(
D

r0(λ)

) 5
6

with

kfit �
√

0.2944

(
(n + 1)(n + 2)

2
− 1

)−√
3/4

� 0.0649,

and hence, ∼43 nm rms for our good seeing model, ∼123 nm rms
for our poor seeing model and ∼59 nm for the MK model.

The servo-lag error is given by (Sandler et al. 1994):

σ	t = λ

2π

(
	t

τ0(λ)

) 5
6

, (1)

resulting, e.g. for a delay time of 2 ms, in ∼24 nm for our good
seeing model, ∼99 nm for our poor seeing model and ∼67 nm
for the MK model (the τ 0 value for the latter is 2.45 ms; Ziad
et al. 2012).

If one considers the whole error budget of an AO system, one
would additionally have to consider at least the error due to the
wavefront sensor (including both aliasing and measurement errors),
and the anisoplanatic error. Other more specific errors may also be
considered when building up an actual system, but their evaluation
is beyond the scope of this paper. The aliasing error can here be
reasonably neglected initially, also because it strongly depends on
the kind of wavefront sensor considered – Shack–Hartmann, pyra-
mid, curvature, etc. The measurement error depends on the guide
star (GS) magnitude: it is related to a much more classical study

1 The actuators are placed conjugate to the corners of the wavefront sensor
subapertures, in a square geometry.

of the performance of an AO system with respect to the sensing
magnitude.

Instead, we consider in the following that we are in the bright end
of such a classical AO performance study (high light level regime).
Thus, we consider a basic performance value, where we focus on
the two basic on-axis errors due to the turbulent atmosphere, and on
the behaviour of a suitable wide-field AO system with respect to the
wideness of the corrected field. We end up studying what we call
the basic performance of both a single-reference AO system and a
multiple-reference GLAO system (assuming that both σ fit and σ	t

remain unchanged for both cases – see e.g. Stoesz et al. 2004), as
a function of the off-axis angle θ . Moreover, we make use of the
Maréchal approximation (Maréchal 1947) for the resulting Strehl
ratio at a given wavelength λ, hereafter denoted by Sλ. Note that,
properly speaking, the Maréchal approximation used here actually
leads to the coherent energy (Rousset, Madec & Rabaud 1991),
which, for sufficiently decent corrections (Sλ > 0.1), is effectively
equivalent to the Strehl ratio (Fusco et al. 2004).2 The metric used
to qualify the systems we study is then:3

σ 2
basic perf (θ ) = σ 2

fit + σ 2
	t + σ 2

aniso(θ )

⇒ Sλ
basic perf (θ ) = Sλ

fit Sλ
	t Sλ

aniso(θ ). (2)

We first compute the anisoplanatic error σ aniso(θ ) for the standard
AO case for an off-axis angle θ up to 4 arcmin (i.e. a field of
correction of 8 arcmin). We then deduce from it the Strehl ratio
corresponding to this anisoplanatic error (assuming the Maréchal
approximation). Finally, the resulting basic performance Strehl ratio
of equation (2) is computed for band J (1.25 µm) and band K
(2.2 µm), for a field of correction of 30 arcmin and for a suitable
GLAO configuration.

This has been done by numerically modelling the turbulent at-
mosphere (Carbillet & Riccardi 2010) implemented within the
IDL-based SOFTWARE PACKAGE CAOS (Carbillet et al. 2005, 2016),
itself developed within the homonymic CAOS PROBLEM-SOLVING

ENVIRONMENT (Carbillet et al. 2004, 2010b). Spatial sampling for
the incoming wavefronts was 2.5 cm px−1, resulting in wave-
fronts/layers up to 5206 × 5206 px (i.e. 130.15 × 130.15 m2)
for the highest layer. A typical computing time for each GLAO case
presented in the following was ∼5 d on four cores of a computing
machine based on 2.3-GHz AMD Opteron dual cores.

3.2 Standard AO performance

The anisoplanatic error is computed in terms of the average residual
rms error over the pupil resulting from the difference between on-
axis and off-axis simulated wavefronts, as a function of θ . This rms
is then averaged over 1000 independent realizations of atmospheric
turbulence, as modelled in Table 1, by considering a von Kármán
model of turbulence (Voitsekhovich 1995) and adding subharmonics
when necessary (Carbillet & Riccardi 2010).

First, Fig. 2 shows that, despite the well-known excellence of
the MK site with respect to atmospheric turbulence conditions, the
median MK profile is outperformed by both our DC profile models

2 Otherwise the coherent energy is strictly less than the Strehl ratio.
3 Note that we also make the classical assumption that post-AO errors are
uncorrelated, which can, in particular, be untrue for servo-lag and anisopla-
natism errors, since, for example, a space shift of the wavefront due to the
relative position of the GS and the observed object can be compensated for
by an opposite time shift due to wind (Jolissaint 2010).
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Figure 2. Standard AO case. Right: Wavefront anisoplanatic rms error for both the DC seeing models (good: continuous line and poor: dashed line), and the
median MK profile (dotted line). Left: Basic performance rms error.

regarding the anisoplanatic error (in terms of wavefront rms; left
plot), because of the different structure of the turbulent atmospheres.

As a consequence, Fig. 2 also shows that our DC good see-
ing model leads to better basic performance than the MK model
– this is also due to better σ fit and σ	t values for the DC good
seeing model. For the same reason, MK has a better on-axis cor-
rection than the DC poor seeing model, but DC becomes superior
for off-axis angles greater than 20–30 arcsec, when the sensitivity
to the anisoplanatic error begins to dominate over the sensitiv-
ity to the fitting error and temporal error. This clearly confirms
the interest in studying in detail the wide-field performance of a
GLAO system at DC, for both our good seeing and poor seeing
models.

3.3 Ground-layer AO performance

For the GLAO case, and after a few numerical simulations involving
three or four GSs, we found that a simple asterism configuration of
one GS at the centre of the field and three GSs arranged regularly
on a circle of 15 arcmin diameter actually permits us to reach an
almost constant Strehl ratio loss due to anisoplanatism only of less
than ∼50 per cent in the J and K bands over the whole 30 arcmin
field (actually as low as ∼10–15 per cent in band K and less than
∼25–45 per cent in band J, see Fig. 3, middle left and bottom left
plots). Note that the wavefront rms anisoplanatic error (Fig. 3, top
left plot) is actually identical between the MK profile and the DC
poor seeing profile only at the very border of the chosen 30 arcmin
field. Note also that the significant decrease of the wavefront rms
error for θ = 0 and θ = 7.5 arcmin occurs where one of the GSs lies
in a line across the field. The two other GSs are at θ = −7.5 arcmin,
but with position angles of 120 and 240 deg, respectively.

When considering our so-called basic performance (Fig. 3, right
plots), note that, while the results for DC poor seeing remain close
to those for MK (the anisoplanatic error is slightly better but the
fitting error and the temporal error are clearly worse), which does not
permit diffraction-limited images but rather classical GLAO seeing
enhancement, in a similar manner as for MK, DC good seeing gives
Strehl ratios better than ∼80 per cent in band K and ∼50 per cent
in band J. Hence, this allow us to consider diffraction-limited near-
infrared imaging over the whole 30 arcmin field, with the help of
a rather modest wide-field AO system (15 × 15 subapertures and
four GSs).

3.4 Telescope altitude and tip–tilt-only correction

Raising the altitude of the telescope intrinsically lowers the number
of turbulent layers through which starlight propagates. As a conse-
quence, the resulting r0 and τ 0 values of the remaining turbulent
atmosphere become larger. For poor seeing, r0 goes from 5.35 cm
with htel = 8 m, to 17 cm with htel = 40 m, and τ 0 from 1.53 ms to
3.4 ms.

As can be clearly seen from Fig. 4 (left plot) and Table 2, this last
case (poor seeing for htel = 40 m) also leads to an anisoplanatic error
very close to that of good seeing for htel = 8 m (139 ± 30 nm and
133 ± 32 nm, respectively).4 Hence, the anisoplanatic error induced
by the poor seeing model of turbulence can indeed be compensated
for by raising the telescope to an altitude of 40 m. In contrast, for
good seeing, raising the altitude of the telescope does not provide
a significant enhancement of the anisoplanatic error (it goes from
133 ± 32 nm for htel = 8 m to 126 ± 33 nm for htel = 40 m).

The compensation due to raising the telescope from 8 to 40 m
for poor seeing also happens for the fitting error σ fit, which goes
from 123 to 47 nm, a value very close to that for good seeing with
htel = 8 m (43 nm). This is, however, not the case for σ	t, which
goes from 99 to 51 nm. This remains significantly larger than for
good seeing with htel = 8 m (24 nm). Nevertheless, since the last
error does not apply here, it can be stated that considering poor
seeing with htel = 40 m appears equivalent to considering good
seeing with htel = 8 m, with a basic performance error over the
field of 155 ± 27 nm for poor seeing with htel = 40 m, and of
142 ± 30 nm for good seeing with htel = 8 m.

Finally, note that raising the telescope from 8 to 40 m also reduces
σ fit and σ	t for good seeing, which goes, respectively, from 43 nm
to 18 nm, and from 24 nm to 15 nm. However, this leads to a more
modest enhancement of the basic performance error over the field,
going from 142 ± 30 nm to only 128 ± 32 nm.

In all those cases when the effects of the boundary layer turbu-
lence are substantially eliminated or intrinsically low (poor seeing
for htel = 40 m or good seeing for htel = 8 m), we could consider the
tip–tilt correction only,5 as recommended in Saunders et al. (2008b).
In fact, for poor seeing, σ fit would be dramatically reduced, going

4 The error bars here are obtained by propagating the rms over the 1000
measurements made of the anisoplanatic error for each off-axis angle. This
is not reported in the plots for readability.
5 Note that here we are considering a tip–tilt sensing based on four GSs, as
for the 15 × 15-subaperture system case.
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Figure 3. 4-GS GLAO case. Top: Wavefront anisoplanatic rms error for both the DC seeing models (good: continuous line and poor: dashed line), and the
median MK profile (dotted line). Middle: Strehl ratios for the J and K bands due to anisoplanatism only. Bottom: J and K band basic performance Strehl ratios.

from 762 nm (for a telescope at an altitude of 8 m and tip–tilt
correction only) to 291 nm when the telescope is at 40 m (kfit

goes from ∼0.0649 to ∼0.402 considering only two modes in-
stead of the 135 allowed by the 15 × 15-subaperture system), but
it still remains much higher than the 123 nm (for htel = 8 m)
or 47 nm (for htel = 40 m) given by the 15 × 15-subaperture
system. On the other hand, it is also true that the anisoplanatic
error goes from ∼321 ± 72 nm over the field to ∼139 ± 30 nm,
thanks to raising the telescope altitude from 8 to 40 m. Conse-
quently, the basic performance error goes from 358 ± 69 nm for
poor seeing with htel = 8 m and the full correction allowed by the
15 × 15 system, to 327 ± 13 nm with htel = 40 m and tip–tilt
correction only. In the same manner, the basic performance error

goes from 142 ± 30 nm for good seeing with htel = 8 m and the
full correction allowed by the 15 × 15 system, to 169 ± 25 nm
with htel = 40 m and tip–tilt correction only. Hence, here again
there is compensation, but it works the other way: the effect of
raising a telescope equipped with tip–tilt-only correction from 8
to 40 m can be roughly compensated for by equipping the tele-
scope with a 15 × 15 system with htel = 8 m, although with
a lower uniformity of correction over the field (see Fig. 4, right
plot).

Diffraction-limited images in the near-infrared can be attained
for good seeing with any telescope altitude and a 15 × 15 GLAO
system, or with a simpler tip–tilt-only system but at htel = 40 m.
This can also be achieved for poor seeing but with the 15 × 15
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Figure 4. Left: Influence of telescope altitude (htel) on the wavefront anisoplanatic rms error, for the 4-GS GLAO case and for both the DC poor seeing and
the good seeing models, as a function of the three cases of htel examined: 8, 24 and 40 m. Right: GLAO versus the same curves for a GLAO and a tip–tilt (TT)
system.

Table 2. Various errors for the two DC atmosphere models and the two cases of htel discussed in the text.

Error DC poor seeing DC good seeing
[nm] 8 m 40 m 8 m 40 m

σ aniso 321 ± 72 139 ± 30 133 ± 32 126 ± 33
σ fit,15×15 123 47 43 18
σ fit, tip–tilt 762 291 266 112
σ	t 99 51 24 15

σ basic perf,15×15 358 ± 69 155 ± 27 142 ± 30 128 ± 32
σ basicperf,tip–tilt 833 ± 28 327 ± 13 298 ± 14 169 ± 25

GLAO system installed at htel = 40 m. More traditional GLAO
correction levels (seeing enhancement) can still be obtained with a
tip–tilt system at htel = 8 m for good seeing, but for poor seeing this
requires either putting the telescope at an altitude of 40 m or having
a 15 × 15 GLAO system.

4 C O N C L U S I O N S

It is clear from the plots of Section 3.3 that a GLAO system with
only four GSs arranged in a field of 15 arcmin installed on a 2.4-m
telescope at DC, Antarctica, can give an outstanding and stable
wide-field correction over 30 arcmin for our composite good seeing
model, leading to a basic performance Strehl ratio of ∼80 per cent
in band K and ∼50 per cent in band J. On the other hand, our
composite poor seeing model gives less impressive results, being
roughly equivalent to the MK model, and hence, it does not deliver
the Strehl ratio levels necessary to allow diffraction-limited near-
infrared images, but still permits seeing enhancements with a more
classical use of a GLAO system with the same level of equipment
installed at MK.

However, we also showed that for good seeing, tip–tilt-only cor-
rection at htel = 40 m gives excellent correction quality, and even
better is a 15 × 15 GLAO system at 8 m. For poor seeing, it is neces-
sary to have both a 15 × 15 GLAO system and htel = 40 m to obtain
similar results. Note that the classical GLAO seeing enhancement
can still be obtained with tip–tilt-only correction at a height of 8 m
for good seeing, and at 40-m or with a 15 × 15 GLAO system for
poor seeing.

Compared to previous works, Travouillon et al. (2009) and Car-
billet et al. (2010a), the profiles presented and used here are def-

initely more representative. In fact, those papers were based on
a median C2

N profile, mixing good and poor seeing modes, which
does not reflect real situations. The present results are deduced from
two realistic and physically different atmospheric configurations. In
addition, the preliminary results detailed in Carbillet et al. (2010a)
were computed from a whole evaluation of the final AO error bud-
get, including star-magnitude-dependent errors, while the present
results permit us to clearly disentangle each fundamental error. As
a consequence, this leads to more readable and usable results for
future detailed AO system studies for DC, which will, hence, be
able to benefit from our estimation of the anisoplanatic error and
the corresponding Strehl ratio.

Finally, note that the good seeing mode is observed only
16 per cent of the time in winter for a telescope located at an
elevation of 8 m above the ground. However, this percentage would
be higher, as discussed by Travouillon et al. (2009), if the telescope
were placed higher. For example, on a 20-m high tower, the tele-
scope would be above the SL for 50 per cent of the time (Aristidi
et al. 2013).
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